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Local And Central Limit Theorems For Intensity Measures In 

Multitype Branching Random Walk 

 

A. Rahimzadeh Sani: Tarbiat Moallem University of Tehran 

 

Abstract 

A multitype branching random walk on the real line R is considered. The positions of n-

th generation individuals form a point process with related intensity measure. The purpose 

of this paper is to study the asymptotic behavior of these intensity measures. The central 

and local limit theorems are proved. 

 

Introduction 

     A discrete time multitype (p-type) branching random walk on the real line R is 

considered. The process starts with a single i-type ancestor located at the origin. This 

particle splits into a random number of new particles of different types, with probability 

law depending on i, to make the first generation individuals. Then the particles choose 

some place in R, to inhabit, according to probability laws which depend on the type and 

position of their parent particle. Each of these particles behave in the same way, 

independent from each other and the history of the process. For each  fixed i = 1, … , p, 

let ) ..., ,( 1

n

ip

n

i

n

i ZZZ =  be the vector of point processes that give the positions of different 

types of individuals in generation n descended from an i-type one in generation zero and 

located at the origin. So for each fixed i, j =1, …, p, 
n

ijZ  is the point process of the 

positions of j-type individuals in generation n. The multitype branching random walk 

{ n

iZ } is considered quite frequently, see [3], [4],and [5]. Let
∗n

ijµ , be the intensity 

measure of the point process n

ijZ in the sense that, for all Borel measurable sets 

)]([
*

AZEA n

ij

n

ij =⊂ µ  ,R ,(see Notations). Establishing a local limit theorem for the point 

processes in branching random walk, when the generation size tends to infinity, is 

considered frequently see, for a single type, [1] and [2]. In the multitype case, [4] has a  

MS2000 subject classification. Primary 60J80, 60F05. 
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similar result when the space of residence is a lattice. One of the techniques that is 

common to all of these papers is the use of similar results for related intensity measures. 

In setting a local limit theorem for the multitype branching random walk { (.)n

ijZ } in 

non-lattice space of residence, that we have in mind , it seems necessary to set a local 

limit theorem for the intensity measures, that is our Theorem 2.2. 

     The discussion that we follow in this paper is based on the convolution of matrices 

of intensity measures that are almost surely finite. Since our method is closely related to 

the convolution of distribution functions in Markov additive process in [6], we will give 

the definition and some normalizing, such as tilting and centering of measures in 

Section 3, to be able to apply the results of [6]. The proofs of the main results are also 

given in Section 3. Section1 is the introduction and in Section 2 we give the notations 

and some preliminary results, which is followed by setting the main results. 

Notations and some preliminary results 

     We consider a multitype branching random walk )} ..., ,{(}{ 1

n

ip

n

i

n

i ZZZ = on the real 

line R  with a single i-type ancestor located at the origin. For each fixed i, j = 1, …, p, 

let the point process ,...}2,1);({ =rrZ
n

ij
give the positions of the j-type individuals in 

generation n. With a slight abuse of notation, let also (.)
n

ijZ be the counting measure 

associated with this point process in the sense that, for any Borel measurable 

set })(:{# )(  , ArZrAZA
n

ij

n

ij ∈=⊂ R , which is almost surely finite. The point process 

n

ijZ  has the intensity measure ∗n

ijµ , defined inductively: if pp

n

ij

n

×
∗∗ = }{µµ  then 

∗

=

∗+ ⊗=∑ n

Kj

p

k

ik

n

ij µµµ
1

)1( where ""⊗  is ordinary convolution of measures and )( :)( 1 ⋅=⋅ ∗
ijij µµ  

is the intensity measure of 1

ijZ . Define the Laplace transforms )(λijm  with complex 

arguments λ by: 

.                            ),()(

 

∫ ∈= −

R
Cλµλ λ

dxem ij

x

ij

 

Let })(:  {int  , ∞<∈+=∩= θηθλ ijji miL  C . Then L is an open convex subset of C  

and R∩= LL
o

 is an open interval (see[3]). Define ppijmM ×= )}({)( λλ  and let 

pp

n

ij

n
mM ×= )}({)( λλ  be its n-th power. Then 

.)()(
)(









== ∑∫

−∗−

r

rZn

ij

xn

ij

n
ijedxem E λλ µλ

R
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The matrix A is called positive regular if all the entries are non-negative and for some 

n, all the entries of nA  are positive numbers (see[5]). The eigenvalue )(λρ   is called 

maximum-modulus eigenvalue of )(λM , if it is a simple eigenvalue of )(λM and for 

any other eigenvalue )(1 λρ of )(λM , |)(|  |)(| 1 λρλρ < . Assume: 

)1(A : The process }{ n

iZ  is positive regular in the sense that the matrix 

)]}([{)}0({ Rijij ZEmM == is positive regular.  

The entries of the matrix )(λM  are complex-valued analytic functions in λ ; and for 

those values of ℜ∈= θλ , the matrix )(λM  is positive regular. So, the conditions of 

Theorem 1 in [3] hold and we single out this fact here in the next lemma. 

Lemma 2.1.  Let C⊂L  be open and for all i, j, )(λijm  be analytic in L∈λ . Also let for 

all )(  , θθ MLL R∩=∈
o

 be positive regular. Then there is an open set L⊆Ω  

contatining 
o

L  such that for any )(  , λλ MΩ∈  has a simple maximum – modulus 

eigenvalue )(λρ , with related left and right eigenvectors )(λu  and )(v λ  with the 

properties that: 

(a) )(λρ , )(λu  and )(v λ  are nonzero analytic functions in  Ωλ∈ ; and for the real 

argument , they become positive; 

(b) )(λu  and )(v λ  have nonzero components and are normalized so that 

1)(v)( =λλ Tu  and  .1)(
1

=∑
=

λ
p

i
iu  

Let R∩Ω=Ω∈
o

θ . The multitype branching random walk is strongly nonlattice 

when it is positive  regular and, for some (k,l) and some 
o

Ωθ ∈ , 

1
)(

)(
=

+

θ

ηθ

kl

kl

m

im
 

only whenever 0=η . When the process is strongly nonlattice, then for all
o

Ωθ ∈ , 

)(θρ  is strictly log-convex (see[3]). We set the next assumption: 

A(2): The process }{ n

iZ   is strongly non-lattice. 

     For any 
o

Ωθ ∈ , define )(log)( θρθΛ =   then by A(2), 0)( >Λ ′′ θ , and we denote it 

by )(//2 θσ Λ= . For )(/)( θρθρ ′−=a  define ).(log)(/)()( θρθρθρθ +′−=Λ∗ a  The 

next assumption states that the process }{ n

ijZ  is supercritical. This implies that, with a 

positive probability,  there are individuals alive in all generations.  Assume: 

A(3) :  For  each 
o

Ωθ ∈ , .0))(/)(( >′−Λ∗ θρθρ  
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     Let n

ijg  be the density function of )(~ )(

, dx
n

ijθµ , defined in (3.2) with related 

characteristic functions )(n

ijφ . Our last two assumptions are: 

A(4): 
o

Ω∈0 .  

     A(5): For any 
o

Ωθ ∈ , the characteristic function )()1(
xijφ  of 

)1(

,
~

ijθµ  is absolutely 

integrable. 

     Now we set the main results, the first is a local limit theorem for tilted measure 

(.).~ )(

,

n

ijθµ  

Theorem 2.2. Suppose A(1)-A(5) hold, 
o

Ωθ ∈  and ).(/)( θρθρ−=a  Then for any fixed 

i, j, 

0
2

1
)(lim

2

2

2 =−

−

σ

πσ

x

n

ij
n

enxgn  

uniformly in R∈x . 

     By estimating the integral of the normal density ),0( 2σN  over A we get  

Theorem2.3. Let the hypothesis of Theorem 2.2 hold. Then for any bounded 

measurable set A, and fixed i,  j, 

||)(v)()]( 2[lim , AuAnan jj

n

ij
n

θθσµπ θ =+∗

∞→
 

where, |A| is the Lebesgue measure of A. 

      We conclude this section with a centeral limit theorem for the intensity measures 

}{ ∗n

ijµ  by applying the Riemman integral estimate in Theorem 2.3. It is the Theorem 8 

in [3] with a new proof based on our local limit Theorem 2.2. 

Theorem2.4. Suppose A(1)-A(5) hold, 
o

Ωθ ∈ , b>0 and )(/)( θρθρ−=a . Then for any 

fixed i, j, and any bounded measureable set A, 

dxeuAnaen
A

x

jj

n

ij

an

n ∫=+∗Λ−

∞→

∗ θ
θ θθµσπ  )(v)()](  2[lim ,

)(
 

uniformly in |A| b≤ , where, )(/)()(log)( θρθρθθρ ′−=Λ∗ a  and  |A| is the Lebesgue 

measure of A. 

The tilted versions of }{ ∗n

ijµ and the proof of the main results 

     In this section we introduce different tilted versions of the intensity measures 

}{ ∗n

ijµ to find an equivalent version with the measures that are introduced in [6]. The 

exact study of these intensity measures are via the kernels of operators. In fact all the 

measures that are introduced in this section, are the kernels of operators on the set E={1, 
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2, …, p} R×  (see [1], [4], and [5]). For any 
o

Ωθ ∈  and i, j =1, …, p, define the tilted 

measure ij,θµ by 

).(
)()(v

)(v
)(, dx

e
dx ij

x

i

j

ij µ
θρθ

θ
µ

θ

θ

−

=  

Then the n-fold convolution of }{ ,ijθθ µµ =  is defined inductively: 

∑∫ −=
∗∗+

k

n

kj

n

ij
ydxdydx

R
)()()(

,

)1(

, µµµ θθθ ik,
 

                                           = ).(
)1(

)(
)1()(v

)(v

i

j
dx

n

ijn

x
e

µ

θρ

θ

θ

θ ∗+

+

−
                                    (3.1) 

     The mean drift of measure θµ  is )(/)( θρθρ ′−=a , (see[4]). Define the centered 

measure ij,θµ  by )()( ,, dxadx ijij += θθ µµ . Then }
,

{µ ijθθµ = , is a centered stochastic 

kernel on E with zero drift and invariant measure )(θπ . Its n-fold convolution is 

)()( ,, dxnadx
n

ij

n

ij += ∗∗
θθ µµ . Let A(1) hold and 

o
Ωθ ∈  then { })(,)( ℜ== µθ ijijpP  is  a 

positive regular stochastic matrix with stationary measure (see[4]) 

). .,1(  ,)(v)()(  )),( ..., ),(()( 1 p, ..ku kkkp === θθθπθπθπθπ  

     Since P is positive regular, so for large values of n, )( n

ij

n
pP = has all positive 

entries. Define n

ij

n

ij

n

ij pdxdx /)(~)(~
,

)(

,

∗= θθ µµ  whenever 0>n

ijp , and let 0)(~ )(
,

≡dxn
ij

µθ  for 

0=n

ijp . Thus we have 

                                             ).(~)( )(

,, dxpdx
n

ij

n

ij

n

ij θθ µµ =∗                                                    (3.2) 

Then )(~ )(

, dx
n

ijθµ is a probability measure and its characteristic function is 

).(~)( )(

,

)(
dxe

n

ij

xin

ij θ
η µηφ ∫

−=
R

 

By the next proposition we will show that all )(n

ijφ  are absolutely integrable and their 

related density functions exist. 

Proposition 3.1. Suppose A(1)-A(5) hold and 
o

Ωθ ∈  with )(/)( θρθρ ′−=a . Then for 

any i,j and n, )()( ηφ n

ij  is absolutely integrable and the density function 
n

ijg  exist. 

Proof. Define |)(|max)( )1(

, ηφηϕ ijji=  for R∈η , then by A(5), ϕ  is absolutely 

integrable and 1)( <≤ ηϕo  for all 0≠η  with 0)(lim || =∞→ ηϕη . Let i, j be fixed. For 

each n, using the convolution of measures and then a change of variable yxx +→  give 
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  (3.3)                                 ).(                                 

)()(                                  

      )()(e                                 

)(    )(          

)1(1

k

)()1(

, ,,,

,

)1(1

ηϕ

ηφηφ

µµ

µηφ

θθ

η

θ

η

++

∗

∗+−++

≤

∑=

∫ −∑ ∫=

∫=

nn

ij

n

kjik
n

kjik

x

n

kjik
k

x

xi

xin

ij
n

ij

p

pp

ydxdy
-

dxep

RR

R

1)(n

ij

Then induction and )(    |)(| )1( ηϕηφ ≤ij  imply nn

ij ))((    |)(| )( ηϕηφ ≤  for all ℜ∈η  and i, j. 

Since ϕ  is integrable  and ϕϕ ≤n , we get the absolute integrability of all )(n

ijϕ  and 

hence the existence of their density functions n

ijg . 

     Now by comparing the result of [6], our measure )( ,ijθθ µµ = is the same as the 

measure v  in [6] with µθ
~  in place of v~ . Thus the results of [6] hold and we can use it 

to prove our results: 

Proof of theorem 2.3. Let n

ijg  be the density function of the measure )(

,
~ n

ijθµ . All the   

conditions of Therorem 2.3 in [6] hold, with n

ijg  as the density function of the measure 

n

ij

n

ij pv /~ )( . Moreover it should be noted that, for any 
o

Ωθ ∈  we have a tilted measure µθ
~  

which is equivalent to v~  in [6]. This completes the proof.  

Proof of Theorem 2.3.  Let A ],[ bb−⊂  be a bounded measurable set and i, j be fixed. 

For any n we can write 

    (3.4)                                                           say.       BA                                             

     
2

1

2

1
  2                                             

2

1
)(~ 2||)(~  2

nn

2

2)(

,

)(

,

2

2

2

2

+=














−+

−≤−+

∫

∫

−

−

A

n

x

n

x

A

n

ij

n

ij

dxe

dxeAnAAnan

σππ
σπ

σπ
µσπµσπ

σ

σ
θθ

         By applying the integral to the uniformly convergent sequences in Theorem 2.2 

over the set A, we get 

,0
2

1
)(~lim

2

2

2
, =−+

−

∗

∞→ ∫ dxeAcn n

x

A

n

ij
n

σ
θ

σπ
µ  

Uniformly in ],[ bbA −⊂ . This implies that as ∞→n , 0→nA . It is enough to show 

that 0→nB  as n ∞→ . By the properties of the normal distribution, for some constant 

0>C and all x, .)0()( 2
Cxfxf ≤− σσ  Thus we have 
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,:2 2212

n

C
dxx

n

C
dxx

n

C
B

b

b
A

n =≤= ∫∫
−

σπ  

where, 1C  and 2C  are constants which complete the proof of 0→nB , as ∞→n . Since 

)(~/)(
)(

,, ApAna
n

ij

n

ij

n

ij θθ µµ =+∗
 and )(v)( θθ jju  is the stationary distribution of ,np  then by 

applying the definition of )(~ n

ijµ  in (3.4) we get 

[ ] ||)(v)()(2lim , AuAnan jj

n

ij
n

θθσµπ θ =+∗

∞→
 

and completing the proof.  

Proof of Theorem 2.4.  Let IbbA =−⊂ ],[  be a measurable set. For any fixed i, j, and 

n, from the equation  (3.1) we can write 

.)()(
)(v

)(v
)( ,∫ +

∗∗












=+

Ana

n

ij

xn

j

in

ij dxeAna θ
θ µθρ

θ

θ
µ  

By changing the variable x to x+na and recalling that )(/)( θρθρ ′−=a ,  we get  

)(
)(v

)(v
)( ,

)(
dxeeAna

n

ij

A

xan

j

in

ij

∗Λ∗

∫
∗

=+ θ
θ µ

θ

θ
µ  

where, )(/)()(log)( θρθρθθρ ′−=Λ∗ a . Define x

A exxf θ)(1)( =  for all .Ix∈  Let 

{ }rAr :  be a finite partition of I, then for each r, define { }rr AxxfM ∈= :)(sup  and 

{ }rr Axxfm ∈= :)(inf . For each ,Ix ∈  let )(1)( xMxf Arr r∑=  and f (x)= )(1 xm Arr r∑ . 

When Ax ∈  we have )()()( xfxfxf ≤≤ , so for this fixed partition{ }rAr : , 

            ).(
)(v

)(v
)( ,

)(

r

n

ij

r

r

an

j

in

ij AMeAna
∗Λ∗ ∑

∗

≤+ θµ
θ

θ
µ                            (3.5) 

Let ∑=
r rMM  and 0>ε  be fixed. Form Theorem 2.3, for any fixed r, there is an 

1N such that, for all 1Nn ≥ we have  

(3.6)                                            .)()()(2                          ,
M

AvuAn rjjr

n

ij

ε
θθµσπ θ ≤−∗

We choose 1N  large enough such that (3.6) holds for all r. Then applying (3.6) in (3.5) 

for large 1Nn ≥  implies 

                 
)(v

)(v
)(L                                   

    )(v)(  
)(v

)(v
)(  2

__
)(

)(












+=







+












≤+

∫

∑

∗

∗

Λ

Λ∗

ε
θ

θ
θ

ε
θθ

θ

θ
µσπ

j

i

A

an

rjj

r

r

an

j

in

ij

dxfe

M
AuMeAnan

 

where )(v)( θθ ijuL = . Thus , for any 0>ε , we have 
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 .
)(v

)(v
)(L )(  2:

A

)( ε
θ

θ
µσπ

j

in

ij

an

n dxxfAnaenJ +≤+= ∫
∗Λ− ∗

 

By taking limsup of both sides of the above inequality, as ∞→n , we get 

.))(v/)(v()(suplim εθθ ji
A

n
n

dxxfLJ +≤ ∫
∞→

 Since ε  is arbitrary, we will have suplim
∞→n

 

dxxfL
A

)(∫≤ . This inequality holds for all partitions of I, thus by taking infimum on all 

partitions of I and taking into account that nJ  is independent of these partitions, we get 

(3.7)                                          .  sup lim                                                   

 

n

dxf(x)L J
A

n ∫≤
∞→

With a similar argument we can prove that dxxfLJ
A

n
n

)(inflim ∫≥
∞→

, which in 

conjunction with  (3.7) complete the proof . 
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